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Embodied Intelligence Overview
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Embodied Intelligent Robots
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VLA Model
The idea of VLA is to help robots interpret what they see, understand instructions, and act in the physical world. To 
do this, VLAs combine perception, language understanding, and control in a single system. They push robot 
learning toward foundation-model-style control, where just one model can handle many tasks by leveraging 
pretrained multimodal knowledge.

Most VLA models are built around three core components:
• Vision-Language backbone: VLAs typically start from a large Vision Language Model (VLM) pretrained on 

image–text data. VLMs already know how to recognize objects, understand text, reason spatially, and even 
solve math problems.

• Action interface: On top of the VLM, VLAs add a mechanism to produce robot actions. Depending on the 
design, this can be direct action prediction (continuous control), action chunks or trajectories, or structured 
action representations learned from demonstrations.

• Multimodal inputs: VLAs usually condition on camera images, natural language instructions, and often 
robot state like joint positions, gripper state, and others.

A good VLA model should accomplish two missions well: preserve open-world reasoning from the VLM, and 
correctly turn that reasoning – what a robot sees and is told – into actions.
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VLA Model Evolution
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Classification of VLA
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OpenVLA（Single-system）Stanford, 2024.09
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GR00T N1（Dual-system）NVIDIA, 2025.03
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Challenges
l Architecture

n Memory and Long-Term Planning‌: Existing models lack explicit memory mechanisms, making it difficult to 
handle planning and execution of long-sequence and multi-step tasks, as well as processing historical 
context.

n 3D and 4D Perception‌: There is a need to extract precise 3D and 4D (spatiotemporal) information from 2D 
image inputs to support accurate manipulation.

n Model Efficiency‌: VLMs have high computational costs and slow inference speeds, which are insufficient for 
real-time robot control requirements.

l Data

n ‌Reality Gap‌: Simulation datasets lack the visual complexity of real environments, while collecting real-
world data is expensive and limited in scale.

n Modality Imbalance‌: Most datasets primarily provide RGB images and text, lacking critical sensor 
modalities such as depth maps, force/torque, and tactile data.

n Data Fragmentation‌: There is a lack of unified, large-scale, cross-scenario embodied AI datasets, 
particularly gaps in high task complexity and multimodal richness.

l Benchmark

n Existing benchmarks mostly focus on short-horizon pick-and-place tasks and report simple success rates, 
which are insufficient to evaluate practical challenges like long-term planning.AS
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World Model

A  world model  in the context of embodied intelligence is a learnable model that simulates changes 
in environmental states internally to predict future outcomes . It serves as a bridge connecting 
embodiment and intelligence, constructed through the agent's sensory-motor interactions with the 
environment (e.g., touch, vision) and enabling adaptive behavior in complex scenarios .

For embodied AI systems, world models must not only generate static scene descriptors but also 
support actionable predictions, ensuring physically compliant interactions by modeling the 
dynamics of the external world. This integration of perception, cognition, and predictive simulation 
distinguishes it from purely generative visual models, making it a core component for AGI by 
unifying semantic reasoning (via large language models) and physical interaction constraints .

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营



World Model

Yue Ma, et al. Controllable Video Generation: A Survey. arXiv:2507.16869v1
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World Model & VLA
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World Model ：Cosmos

SIGGRAPH 2025-8Data Generation
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Cosmos Predict
Cosmos is a world model platform featuring a series of open-source, open-weight video world 
models with parameters ranging from 4B to 14B. The purpose of these models is clear: to 
generate massive amounts of photorealistic, physics-based synthetic data for AI systems 
operating in the physical world—such as robots and autonomous vehicles—thereby addressing the 
severe data shortage in this field.
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Cosmos Predict
A pre-training and post-training paradigm is proposed, dividing WFM into pre-training WFM and 
post-training WFM. To build the pre-training WFM, they leverage large-scale video training 
datasets to expose the model to diverse visual experiences, transforming it into a generalist 
model. For the post-training WFM, they fine-tune the pre-trained WFM using datasets collected 
from specific physical AI environments, thereby creating specialized WFMs tailored for targeted 
specialized physical AI setups.
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Cosmos Predict

Video Curator: Extracted approximately 100 million video clips from a 20 million-hours 
video collection, with clip durations ranging from 2 to 60 seconds. For each clip, VLM 
generates video descriptions ‌every 256 frames‌.
Video Tokenization: Developed a series of video tokenizers with varying compression 
ratios. The token computation for the current frame ‌does not rely‌ on future observations.
WFM Pre-training: Utilized ‌diffusion models and autoregressive models‌ for training.
World Model Post-training: Applied the pre-trained WFM to ‌multiple downstream physical 
AI applications‌.
Guardrails: To ensure the safe deployment of the developed world foundation models, a ‌
guardrail system‌ was implemented to ‌block harmful inputs and outputs‌.
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Cosmos Predict
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Cosmos Predict

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营

AS
C2
6集
训
营



Cosmos Predict
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Cosmos Predict

‌GPU‌Memory‌Requirements

The‌four‌primary‌components‌consuming‌GPU‌memory‌are:
• ‌Model‌Parameters‌:‌10‌bytes‌per‌parameter.‌Mixed-precision‌training‌stores‌model‌parameters‌in‌

FP32‌and‌BF16‌formats,‌while‌Exponential‌Moving‌Average‌(EMA)‌weights‌are‌stored‌in‌FP32.
• Gradients‌:‌2‌bytes‌per‌parameter.‌Gradients‌are‌stored‌in‌BF16.
• Optimizer‌States‌:‌8‌bytes‌per‌parameter.‌AdamW‌(Loshchilov‌&‌Hutter,‌2019)‌is‌used‌as‌the‌

optimizer,‌with‌its‌states‌(first-‌and‌second-order‌moments)‌stored‌in‌FP32.
• Activations‌:‌(2 × number_of_layers × 15 × seq_len × batch_size × d_model)‌bytes.‌Activations‌are‌stored‌in‌BF16.‌

Selective‌activation‌checkpointing‌(Chen,‌2016;‌Korthikanti,‌2023)‌is‌implemented‌to‌optimize‌
memory‌usage‌by‌recomputing‌activations‌for‌memory-intensive‌layers‌(e.g.,‌normalization‌
functions).

• ‌Example:‌‌A‌14B‌model‌(e.g.,‌Cosmos-1.0-Diffusion-14B-Text2World)‌requires‌approximately‌‌280‌GB‌‌
for‌model‌parameters,‌gradients,‌and‌optimizer‌states,‌plus‌‌310‌GB‌‌for‌activations‌during‌high-
resolution‌pretraining.‌Given‌the‌80GB‌HBM3‌memory‌limit‌of‌NVIDIA‌H100‌GPUs,‌‌Fully‌Sharded‌Data‌
Parallelism‌(FSDP)‌‌and‌‌Context‌Parallelism‌(CP)‌‌are‌employed‌to‌distribute‌memory‌demands‌across‌
multiple‌GPUs. AS
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Cosmos Predict
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Cosmos Predict

Input Video Output Video
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World Model Challenge

l ‌Long-term Temporal Consistency:‌ Achieving long-term temporal consistency and mitigating 
error accumulation in sequential prediction is a core modeling challenge.

l ‌Lack of Physically Consistent Evaluation Metrics:‌ There is an urgent need to develop 
metrics for evaluating the physical consistency and causality of models, rather than 
focusing solely on pixel fidelity.

l ‌Efficiency-Performance Trade-off:‌ A balance needs to be struck between model performance 
and computational efficiency required for real-time control on physical devices.

l ‌Data Scarcity and Unification:‌ There is a lack of unified, large-scale datasets for 
embodied AI.

l ‌Model Interpretability and Robustness:‌ Existing model-based approaches, such as the 
Dreamer series, have limitations in interpretability, robustness, and reliability when 
operating in real-world environments. AS
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Thanks
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